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• Artificial General Intelligence in Space

• Whole Brain Emulations in Space

• Spacefaring Virtual Realities

• Space & the Transcension Hypothesis



Artificial General 
Intelligence



Artificial General Intelligence (AGI) 

Humans are, in a certain sense, general-purpose rather than 
narrowly specialized intelligences…

General intelligence may be loosely conceived as

“The ability of a system to achieve a variety of complex 
goals in a variety of complex environments using limited 
computational resources -- including goals and 
environments that were not anticipated at the time the 
system was created.”

...
AGI-11: Google, Mountain View CA, Aug 2011
AGI-12: Future of Humanity Institute, Oxford University, UK, Dec 2012
AGI-13: Beijing, China, August 2013 (adjacent to IJCAI)
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High-Level Human Mind Architecture



Explicit knowledge 
representation:

Nodes and links (collectively 
“Atoms”) that explicitly 
encode individual pieces of 
knowledge

Implicit knowledge 
representation:

Knowledge that is encoded in the 
coordinated structure or 
activity of a large set of nodes 
and links

Knowledge Representation in OpenCog
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MOSES Probabilistic Evolutionary 
Learning

Combines the power of two leading AI 
paradigms: evolutionary and probabilistic 

learning

Extremely broad applicability.  Successful track 
record in bioinformatics, text and data mining, 

and virtual agent control.

Moshe Looks 2006 PhD thesis: metacog.org

Probabilistic Logic Networks
A highly general, practical integration of 

probability theory and symbolic logic.

Extremely broad applicability.  Successful track 
record in bio text mining, virtual agent control.

Based on mathematics described in Probabilistic 
Logic Networks, published by Springer in 2008

Two Key Algorithms for Procedural and Declarative 
Knowledge Creation
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High-Level Human Mind Architecture



OpenCog Hong Kong Project

• At Hong Kong Polytechnic 
University’s “M-Lab”, co-
sponsored by the Hong Kong 
Innovation in Technology 
Fund and Novamente LLC

• OpenCog used to control 
animated agents in a video 
game world

• Game world built in Unity3D, 
modeled roughly on Minecraft Goals include: 

• perfecting the use of “greedy pattern mining” to find 
patterns in a world, suitable for feeding into abstract 
cognitive algorithms (and feedback from abstract 
cognition to guide pattern mining)

• perceptually grounded PLN inference (deduction, 
induction, analogy,...)

• creative goal-driven learning of complex multi-part 
actions

• simple grounded English dialogue



This shows OpenCog oscillating between the robot's "home" and batteries, as a result of its quests to fulfill integrity and 
energy demands respectively.  After a few movements back and forth, it also shows the Psi monitor updating graphs of the 
Psi variables (note the updates are synchronized between graphs).



What’s Missing
in OpenCog HK?

•Rich perceptual data 
•A rich set of motoric affordances
•Preliminary work has been done using the same 
software to control a Nao humanoid robot

•One direction for future work is to integrate 
sophisticated perception and action processing into 
OpenCog to enable more thorough exploitation of 
robotic embodiment

(even after lots of difficult, current work-in-
progress gets finished !!)



Piagetan Stages of Development



• 2011-2012: A Proto-AGI Virtual Agent

• 2013-2014: A Complete, Integrated 
Proto-AGI Mind (Piagetan concrete)

• 2015-2016: Advanced Learning and 
Reasoning (Piagetan formal)

• 2017-2018: AGI Experts

• 2019-2021: Full-On Human Level AGI

• 2021-2023: Advanced Self-Improvement 
(Piagetan reflexive)
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